BAB I

Latar Belakang Penelitian

Hadis merupakan salah satu sumber utama ajaran Islam setelah Al-Qur'an yang memberikan pedoman hidup bagi umat Muslim. Dalam konteks perkembangan teknologi informasi, pengolahan teks hadis secara digital semakin dibutuhkan untuk mendukung penelitian dan aplikasi keagamaan. Salah satu tantangan dalam analisis teks hadis, khususnya terjemahan hadis, adalah memahami struktur topik yang terkandung di dalamnya. Model topik seperti \*\*Latent Dirichlet Allocation (LDA)\*\* dan \*\*BERTopic\*\* menawarkan pendekatan yang berbeda dalam melakukan pengelompokan topik dari kumpulan teks. LDA menggunakan pendekatan statistik berdasarkan distribusi kata, sementara BERTopic menggabungkan model embedding berbasis \*\*BERT (Bidirectional Encoder Representations from Transformers)\*\* yang lebih kontekstual. Oleh karena itu, komparasi kedua metode ini pada terjemahan hadis Bukhari dalam bahasa Indonesia menjadi relevan untuk diinvestigasi guna menemukan pendekatan yang paling tepat dalam mengekstraksi dan mengelompokkan topik-topik dari teks hadis.

Permasalahan

Namun, penggunaan LDA dalam mengidentifikasi topik dari teks terjemahan hadis seringkali mengalami keterbatasan dalam menangkap konteks secara lebih mendalam, terutama pada teks yang memiliki makna semantik yang kompleks. Di sisi lain, model berbasis embedding seperti BERTopic memiliki keunggulan dalam memahami konteks, tetapi juga menghadapi tantangan dalam hal interpretasi dan efisiensi pada kumpulan data yang sangat besar. Masalah lainnya adalah bagaimana memastikan bahwa topik yang dihasilkan dapat diklasifikasikan dengan jelas dan dapat diimplementasikan dalam aplikasi nyata. Penelitian ini bertujuan untuk mengeksplorasi kelebihan dan kekurangan dari kedua model ini, serta menemukan solusi terbaik dalam pemodelan topik terjemahan hadis Bukhari.

### Kajian Penelitian Terdahulu

Banyak penelitian terdahulu yang telah mengeksplorasi penggunaan LDA dalam analisis teks keagamaan. Misalnya, penelitian oleh Wang (2021) menunjukkan bahwa LDA mampu mengidentifikasi tema-tema besar dalam literatur keagamaan, tetapi mengalami kesulitan dalam menangkap konteks khusus pada teks yang lebih sempit. Studi lain oleh Li (2022) menunjukkan bahwa model BERTopic memiliki potensi yang lebih baik dalam analisis teks agama karena kemampuan embedding-nya yang kuat. Pada kajian terbaru, Muneer (2023) membandingkan LDA dengan BERTopic pada dataset Al-Qur’an terjemahan, menemukan bahwa BERTopic lebih akurat dalam memahami konteks semantik. Selain itu, Huang (2023) menyatakan bahwa kombinasi LDA dengan model embedding dapat memberikan hasil yang lebih interpretatif. Studi oleh Kamil (2024) juga menyarankan penggunaan BERTopic untuk teks yang membutuhkan pemahaman konteks historis yang kuat, seperti hadis. Berdasarkan studi-studi ini, penelitian komparatif ini memiliki landasan kuat untuk dilakukan.

### Solusi Penelitian

Solusi yang ditawarkan dalam penelitian ini adalah melakukan komparasi empiris antara LDA dan BERTopic dalam pengelompokan topik terjemahan hadis Bukhari, dengan tujuan untuk menemukan pendekatan yang lebih efektif dalam menangkap makna dari teks tersebut. Penelitian ini akan menggunakan beberapa metrik evaluasi seperti koherensi topik, akurasi pengelompokan, dan kecepatan pemrosesan. Dengan menggunakan dataset terjemahan hadis yang representatif, diharapkan penelitian ini mampu mengidentifikasi model terbaik yang dapat digunakan untuk analisis lebih lanjut dalam pengembangan aplikasi keagamaan berbasis teks. Hasil dari penelitian ini juga diharapkan dapat memberikan rekomendasi praktis untuk implementasi model topik pada teks keagamaan dalam bahasa Indonesia.

### Pembaruan atau Novelty

Novelty dari penelitian ini terletak pada perbandingan langsung antara LDA dan BERTopic dalam konteks terjemahan hadis Bukhari. Meskipun banyak penelitian yang telah mengeksplorasi kedua model ini secara terpisah, sangat sedikit yang membahas pemodelan topik pada teks keagamaan, khususnya hadis, dalam bahasa Indonesia. Selain itu, penelitian ini akan menambahkan nilai baru dengan menguji bagaimana model ini bekerja pada data yang kompleks secara semantik, seperti terjemahan hadis yang sarat dengan konteks historis dan keagamaan. Dengan demikian, penelitian ini akan berkontribusi terhadap literatur dengan memberikan wawasan baru tentang penggunaan teknologi NLP dalam studi keagamaan.
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